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PREFACE 

This effort was performed under work unit 1123-B1-01 in support of USAF aircrew 
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thomas.carretta@he.wpafb.af.mil. Send e-mail for Malcolm James Ree to 
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PITFALLS OF ABILITY RESEARCH IN AVIATION PSYCHOLOGY 

SUMMARY 

Ability research in aviation psychology can be fraught with pitfalls that lead to inappropriate 
conclusions. We identify several issues that lead to potential misinterpretation of results and 
suggest corrective solutions. These issues include lack of construct validity of the measures, 
misinterpretation of correlations and regression weights, lack of statistical power, failure to 
estimate cross-validation effects, and misinterpretation of factor analytic results. 

INTRODUCTION 

Selection of applicants for pilot training or other aviation employment frequently is based on 
theories about the relationship between ability and job performance. However, several 
methodological issues (Carroll, 1978; Ree, 1995; Ree & Carretta, 1997) may affect the 
interpretability of the ability-job performance relationship. These issues fall into the following 
categories: 

1. lack of construct validity of the measures 
2. misinterpretation of correlations and regression weights 

a. holding job experience constant 
b. effects of range restriction 
c. effects of unreliability of measures 
d. effects of dichotomization of criteria 
e. examination of effects for subgroups 
f. weighting of variables 

3. lack of statistical power 
4. failure to estimate cross-validation effects 
5. misinterpretation of factor analytic results 

The purpose of this paper is to illustrate each of these issues for aviation psychology, explain 
the consequences of failing to address each of them correctly, and suggest solutions to the 
problems caused by the issues. 

METHODOLOGICAL ISSUES 

Misunderstanding Construct Validity 

Construct is the term used to describe an abstraction such as "intelligence," "workload," 
"situation awareness," or "the right stuff." Constructs are not directly observable and must be 
inferred from some measurement scale or test that operationalizes the elements of the construct. 
A construct that cannot be operationally defined and measured has no scientific value. 

There is a tendency for researchers to engage in the "topological fallacy" (Walters, Miller, & 
Ree, 1993), that is to interpret a measurement scale or test on the basis of the topology or 



appearance of the questions. The problem is that the appearance of the questions is not 
necessarily a true indicator of the construct measured by the scale or test. The only way to know 
what a scale or test measures is to administer the scale or test with other scales or tests that are 
agreed upon measures of the construct or constructs of interest. This procedure is often called 
"administering the test in the presence of a reference battery" (see French, Ekstrom, & Price, 
1969 for an example). To know what your scale or test measures, administer it along with 
accepted measures of the construct. 

Two examples illustrate this point well. Rabbitt, Banerji, and Szymanski (1989) estimated 
the correlation between an ordinary IQ test (AH 4; Heim & Batts, 1948) and a complex 
computerized task called "Space Fortress" (Donchin, Fabiani, & Sanders, 1989). On the surface 
(topology), the IQ test and Space Fortress look very different. The paper-and-pencil IQ test has 
the familiar form of questions and answers. In contrast, Space Fortress requires monitoring a 
computer screen with many moving icons, learning several complex rules, and manipulating 
control sticks and foot pedals and pushing buttons. In most instances where Space Fortress has 
been used, it is common that participants practice the test over several hours, separated by breaks 
between sessions. Despite the apparent differences between the IQ test and Space Fortress, 
Rabbitt et al. found a correlation between them of .69 (uncorrected), a value as high as normally 
found between two different IQ tests. 

Walters et al. (1993) who examined the validity and incremental validity of an experimental 
structured interview for selecting US Air Force pilot candidates provided another example. Two 
hundred twenty-three (223) participants completed the Air Force Officer Qualifying Test 
(AFOQT; Carretta & Ree, 1996), experimental computer-based cognitive and personality tests, 
and the structured interview. The interview was conducted by experienced Air Force pilots who 
had completed a course in interview techniques. The interview included questions regarding 
educational background, flying job knowledge, motivation to fly, and self-confidence and 
leadership. In addition to rating the pilot candidates in these 4 areas, interviewers also rated them 
on probability of success in pilot training, bomber/fighter training, and tanker/transport training. 
The dependent measure in the validation study was passing/failing pilot training. Even though 
the 7 interview scores demonstrated validity against pilot training outcome, they failed to provide 
incremental validity when used along with the AFOQT and computer-based test scores. 
Subsequent to Walters et al., linear regression analyses were done to evaluate full and restricted 
regression models for predicting pilot training outcome. The predictors were a measure of 
general cognitive ability (g) extracted from the AFOQT and the 7 interview scores. These 
analyses showed that adding the interview scores to the measure of g did not improve prediction. 
The lack of incremental validity for the interview scores occurred because they lacked unique 
predictive variance. The predictive utility of the interview clearly came from its measurement of 

g- 

These two studies demonstrated the value of using a reference test. Rabbitt et al. (1989) used 
the AH 4 as a reference test and Walters et al. (1993) used the AFOQT as a reference test. Had 
the researchers not used reference tests they might have concluded that their measures were 
different from existing constructs. Because they used reference tests they understood their results 
and were able to interpret the factors measured by Space Fortress and the structured interview. 



Misinterpreting Correlations 

Holding Job Experience Constant 

Ability research is generally correlational in nature. The interpretation of correlations, 
although straightforward on the surface, can be fraught with hazards. Consider the correlation of 
an ability test and ratings of pilot job performance. It would be usual to find low correlations 
which could lead to inappropriately abandoning predictive measures. The Principals for the 
Validation and Use of Personnel Selection Procedures (APA, 1987) notes that the relationship 
between ability (or any other measure) and occupational criteria is best understood with the 
effect of job experience removed. This can easily be done by using partial correlation and 
"partialing-out" experience from the relationship between ability and the criteria. Carretta, Perry, 
and Ree (1996) provide an example. They correlated ability test scores with ratings of situational 
awareness (SA) for 171 F-15 pilots. The zero-order correlation (zero-order is the term used to 
indicate that no partialling-out has been done) of ability and SA was .10. However, when F-15 
flying experience was partialed-out, the correlation was .17. In this instance, it would be 
incorrect to report the correlation of ability and SA as .10. 

More broadly, the idea of partial correlation can be subsumed under mediation. Mediation 
means that one variable acts through another to exert its influence on a third variable. For 
example, "A —»B-» C" indicates that variable A acts through variable B to exert its influence on 
variable C. Note that there is no direct influence of A on C. We do not specify "A—>C." This 
should not be interpreted to mean that variable A has no influence on variable C, but rather that 
A works through B to influence C. Hunter (1986) has provided an informative model of 
mediation in the area of job performance. In numerous jobs, he demonstrated that job knowledge 
mediated the relationship between ability and job performance. Ree, Carretta, and Teachout 
(1995) demonstrated this mediation for pilot trainees. In the Ree et al. study, g had both direct 
and indirect influence on the acquisition of aviation job knowledge and hands-on flying 
performance during pilot training. To know the true relationship of a predictor to job 
performance, it is necessary to partial-out the effect of job experience. 

Adverse Effects of Range Restriction 

Censored samples are encountered frequently in studies of human performance. Censoring 
occurs when the variance of one or more variables has been reduced due to prior selection. This 
reduction in variance is usually referred to as range restriction. For example, employers typically 
do not hire all job applicants, nor do universities admit all those who apply. A common example 
of a censored sample is provided by job applicants who have already been screened on the basis 
of educational achievement (e.g., completion of a college degree in an appropriate specialty, 
selection interview) and vocational interest. Similarly, university students have been subjected to 
prior selection on the basis of standardized test scores and prior academic achievement. As a 
result of the censoring, the variances associated with the causes of academic achievement, job 
performance, or test scores have been reduced. Censored samples have been shown to create 
artifacts that may lead to erroneous conclusions (Morrison & Morrison, 1995) which could lead 
to inappropriately abandoning predictive measures. 



Censored samples can produce estimates of correlations that are substantially downwardly 
biased (Martinussen, 1997; Thorndike, 1949). Correlations based on censored samples can 
sometimes even change signs from their population value (Ree, Carretta, Earles, & Albert, 1994; 
Thorndike, 1949). Despite claims to the contrary, when computed in a censored sample the 
correlation between a personnel selection test and a performance criterion will be much lower 
than it should be. 

Thorndike (1949, pp. 170-171) provided a dramatic illustration of the problems that can 
occur when censoring exists. During WWII, an experimental group of 1,036 US Army Air Force 
aircraft pilot applicants was admitted to training without regard to their scores on 5 aptitude tests. 
Subsequently, correlations with the training criterion were computed for all participants (n = 
1,036) and for those pilot candidates (n = 136 out of 1,036) that would have been selected had 
the strict standards in effect at the end of WWII been used. Compared to the unrestricted sample, 
the average decrease in the 5 validity coefficients was .29 in the sample of 136 qualified pilot 
candidates (i.e., the range-restricted or censored sample). In the unrestricted sample, the Pilot 
Stanine composite derived from the 5 tests had a correlation of .64 with training outcome. It 
dropped to .18 in the range-restricted sample. The most dramatic change occurred for a 
psychomotor test where the correlation changed sign from +.40 to -.03 from the unrestricted to 
the range-restricted sample. It is clear that the validity estimates were adversely affected by 
range restriction in this case. Further, had only the range-restricted correlations been reported, 
wrong decisions would have been made as to which tests to implement. 

Range restriction appears to be commonplace in psychological research. Brand (1987) noted 
that many studies have been conducted in samples that were range restricted on general cognitive 
ability (g). It is not unusual to find studies on the predictiveness of aptitude tests reported in the 
open literature where the participants (e.g., college or university students, military enlistees, job 
incumbents) were preselected on the basis of ability or prior experience. This reduces the 
variance of ability and artificially reduces correlations. Goldberg (1991) noted that "in other 
words, one can always filter out or at least greatly reduce the importance of a causal variable, no 
matter how strong that variable, by selecting a group that selects its members on the basis ofthat 
variable" (p. 132). He observed that the more restricted the variance of a variable, the less its 
apparent validity. In other words, the greater the range restriction imposed on the variable by 
prior selection the less validity it will seem to have. 

Statistical corrections are available and should be applied to reduce problems resulting from 
range restriction and thus provide better statistical estimates. The "univariate" corrections 
described by Thorndike (1949) are appropriate if censoring has occurred on only one variable. 
However, if censoring has occurred on more than one variable, the multivariate correction 
(Lawley, 1943; Ree et al., 1994) is more appropriate. The corrections described by Thorndike 
(1949) and Lawley (1943) provide better statistical estimates and tend to be conservative (Linn, 
Harnish, & Dunbar, 1981). That is, the corrections still tend to underestimate the population 
values. Johnson and Ree (1994) offered a free windows-based software program that can 
perform either univariate or multivariate corrections. Correction for range restriction should 
always be used when working with range restricted samples. 



Reduction from Unreliability of Measures 

The use of unreliable measures reduces correlations (Spearman, 1904) and can lead to 
incorrect conclusions. The magnitude of the correlation between two variables is limited by a 
function of the reliability of the two variables. Correcting for unreliability (also called "the 
correction for attenuation") in validation studies informs us about the nature of the true 
relationship between predictors and criteria. Correlations between tests and a criterion that 
change from low to moderate or high after correction suggest that the test could help increment 
validity if it (or the criterion) were more reliable. If validities remain low to moderate after 
correction for unreliability this would suggest that the criterion has other sources of variance that 
are not being predicted. 

Carretta and Ree (1995) provided an example. They examined the validity of the 16 AFOQT 
tests against US Air Force undergraduate pilot training grades, daily flying grades, and check 
flight grades. The AFOQT validities were examined as observed, corrected for range restriction, 
and fully-corrected for both range restriction and unreliability (of the predictor and criterion). 
The average magnitude of the correlations of the 16 tests with the criteria varied from .0268 to 
.1332 for the observed correlations, from .0986 to .2463 for the range-restriction-corrected 
correlations, and from .2498 to .5792 for the fully-corrected correlations. Clearly, use of the 
appropriate corrections removes statistical artifacts that are inevitable in all studies (Hunter & 
Schmidt, 1990). 

Although not as widely known, unreliability has an effect on regression coefficients. Fuller 
(1987) demonstrated mathematically that the b-weight estimate of ß is biased by unreliability. 
Instead of b estimating ß, it estimates rXX'ß (reliability times ß) reducing the slope of the 
regression line. Similarly, the regression constant is affected and biased by unreliability. Jensen 
(1980, p. 463) provides a good discussion of the problem and equations to correct regression b- 
weights and constants for the effects of unreliability. Carretta (1997) applied Jensen's equations 
to differing regression intercepts computed in a study of predictive bias for US Air Force pilot 
trainees and found no difference in intercepts after correction. Carretta observed that "The 
uncritical interpretation of different intercepts... is unwarranted" (p. 125). 

Unreliability of measures also plays a part in factor analysis whether exploratory or 
confirmatory. Just as reliability attenuates correlations and regression coefficients, it attenuates 
factor loadings. This causes the factor loadings to be underestimates of the true values. This 
underestimation can be corrected by dividing the factor loading by the reliability. Ree and Earles 
(1993) reported data from Jones (later published as Jones & Ree, 1998) that showed the 
correlation of factor loadings and validity for a series of Air Force jobs to be .78. Correcting the 
factor loadings for the unreliability of the tests, the correlation was estimated at .98. 

To improve validity one solution is to add items to unreliable measures (e.g. more test 
questions, additional job performance ratings, etc.). Other solutions might be to remove 
ambiguity from existing items, improve instructions, and reduce ambiguity from scoring. If these 
remedies fail, it may be necessary to discard the measure. 



In any case, reliability should be estimated for all tests and training or job performance 
criteria. Depending on the circumstances, different types of reliability estimates (i.e., internal 
consistency, test-retest) are appropriate. These reliability estimates can then be used in the 
correction for attenuation formulas (Spearman, 1904, Hunter & Schmidt, 1990) and the resulting 
corrected correlations can be used to address theoretical issues. 

Path analysis (Agresti & Finlay, 1997) is another category that benefits from correction for 
unreliability. In a path analysis, an independent variable is said to cause or "explain" a dependent 
variable. As path coefficients are standardized regression coefficients, unreliability attenuates the 
estimates. Failure to correct for unreliability of the independent variable will necessarily lead to 
underestimation of causal effects. 

Dichotomization of Criteria 

When studying training success of pilots or other aviation jobs, it is not unusual to have 
criteria that fall into two categories, pass or fail. Did the student pilot pass or fail the course? 
Did the aviation mechanic pass or fail the airframe certification test? Dichotomization of criteria 
causes correlations to appear lower than they should. It places an upper limit on the magnitude of 
the correlation that depends on the proportion in each of the pass and fail categories. When the 
proportions are 50-50 there is little adverse effect on the correlation, but when the proportions 
deviate from 50-50, a downward bias effects the correlation. For example, if the correlation 
between two variables is about .5 before dichotomization and the proportions are 50-50 in the 
dichotomized criterion, the correlation found in the study will be .5. If the proportions are 60-40, 
70-30, 80-20, and 90-10 the correlations will be .39, .38, .35, and .29, respectively. If the 
correlation before dichotomization were about .25, the after-dichotomization correlational values 
for the proportions 60-40, 70-30, 80-20, and 90-10 would be: .20, .19, .17, and .15. This has long 
been recognized as a problem. A statistical correction for the dichotomization (Cohen, 1983) 
provides an estimate of the correlation had the variable not been dichotomized. 

Examination of Effects for Subgroups 

In aircraft maintenance, it may be necessary to lift a heavy object above your head. During a 
validation study, a physical lifting test was administered. In these types of studies it is common 
to note that both sexes or two or more ethnic groups were included in the sample. Sometimes in 
the combined sex or ethnic groups the correlation between the predictor and criterion may be 
moderate or large, but within each group the correlation is low or zero. This means that the 
validity in the combined group may be nothing more than a statistical artifact. See for example 
Hogan (1991) and Ree, Carretta, and Earles (1999). This apparent paradox, moderate or high 
correlation in the combined group and low or zero correlation in each individual group, is not a 
psychological phenomenon, but a consequence of the mathematics of correlation and regression. 
Correlations and regression lines are data-driven. Figure 1 shows 3 examples where the 
predictor-criterion relationship is very different in two subgroups than in the combined group. In 
Figure la, there is a slight positive predictor-criterion relationship in each subgroup, but a much 
stronger positive relationship when the subgroups are combined. In Figure lb, the correlation in 
each subgroup is negative, but is zero in the combined group. Finally, in Figure lc, there is a 
slight negative correlation in one subgroup, a zero correlation in the other subgroup, but a strong 



(a) 

Predictor 

Group 1 Group 2 

(b) 

Predictor 

Group 2 

(c) 

Predictor 

Figure 1. Examples of different predictor-criterion relationships for subgroups and 
combined group 
Note. Figure la shows a weak positive predictor-criterion relationship for each subgroup and a stronger positive 
relationship for the combined group. Figure lb shows a negative predictor-criterion relationship in each subgroup, 
but a zero relationship in the combined group. Figure lc shows an example of a slight negative relationship in one 
subgroup, a zero relationship in the other subgroup, but a strong positive predictor-criterion relationship in the 
combined group. 



positive correlation in the combined group. Indeed, it is possible to have nearly any combination 
of three correlations so long as the correlation in the combined group is neither +1 nor -1. 

Ree, Carretta, and Earles (1999) provide and discuss several examples of this two-group 
phenomenon. Further, they propose and demonstrate a general hierarchical linear models 
analysis to address the issue. The first step in the Ree et al. approach is to test for equivalence of 
the variance errors of estimate (Gulliksen & Wilks, 1950; Jensen, 1980; Reynolds, 1982). If the 
errors of estimate are equal, a series of F tests of specified hierarchical linear models is 
appropriate. The first test in the hierarchical models series compares a linear model with two 
slopes and two intercepts with a model with only one slope and one intercept. A non-significant 
F indicates that there are no between-groups differences and analyses should be conducted at the 
within-group (combined groups) level. If a significant difference were found, additional tests of 
the differences between slopes and between intercepts would be performed. In addition to 
conducting these linear models analyses, it is recommended that practitioners plot their data for 
each subgroup and for the combined group. 

This linear models approach is not optimum when comparing more than two groups. When 
there are more than two groups, a Within and Between Analysis (WAB A; Dansereau, Alutto, & 
Yammarino, 1984).) is applicable. 

Weighting of Variables 

Typically, applicants for aviation jobs are given a series of tests, or several interviews, or a 
simulation task with many scores, or a combination of all of these. The selecting agency then has 
to make a decision and will frequently combine the scores and other applicant information by 
addition to form a composite. Sometimes the various parts of the composite will be given greater 
importance by weighting them more. The score on the composite, rather than its components, 
will be used to make a decision. 

Weighting variables to create composites has been the subject of much empirical and analytical 
study. In aviation psychology, criterion-based regression-weighting frequently is used (Walters et 
al., 1993), even though several studies argue for unit or simple weighting. More than three decades 
ago, Aiken (1966) thought the controversy over the use of simple weights was settled and was 
surprised to find colleagues arguing for regression-based weights on an intuitive basis. A decade 
later Wainer (1976,1978) showed small loss in predictive efficiency from equal weights when 
compared with regression weights. Wainer noted that selection usually involves ranking of 
applicants and top-down selection. Weighting schemes usually are of little importance for rank 
ordering and top-down selection. 

Top-down decision making is common in many aircrew applications including personnel 
selection (e.g., estimating training suitability), job performance (e.g., ratings of situational 
awareness or decision-making ability), and organizational effectiveness (e.g., crew resource 
management). When top-down decisions are made, weighting variables does not matter because 
the rank ordering remains almost constant. 



Wilks (1938) proved a general mathematical theorem showing that under common 
circumstances, almost all weighted composites of a set of variables are strongly correlated. In other 
words, if two different sets of weights were applied to a single set of variables to create two 
composites, the expected correlation between the two composites would be very high, frequently 
.99 or greater. 

Ree, Carretta, and Earles (1998) demonstrated the effect of Wilks' (1938) theorem through 
several examples. They also provided several cases from published studies showing near identical 
rankings for composites based on unit weights, regression weights, policy capturing weights, and 
factor weights. Ree et al. showed that the magnitude of the correlation between two composites is a 
function of the coefficient of variation (CV; i.e., standard deviation of the weights divided by the 
mean of the weights), the number of variables in the composite, and the magnitude of the 
correlations among the variables. When weights are more variable (high CV), they affect rank- 
ordering on the composites only when the correlations among the variables are low. There will be 
little effect on rank-ordering due to the weights when the correlations are moderate or high. 
Correlations of human abilities relevant to aviation psychology such as situation awareness and 
crew resources management almost always show moderate to high correlations. Low correlations 
are not likely to be found in practice, except as artifacts due to range-restricted samples or unreliable 
measurement. 

When considering weighting of variables it is appropriate to know which are important and then 
use simple or unit weights. Considering other than simple or unit weights, Wainer's (1976) said it 
succinctly "it don't make no nevermind." 

Statistical Power 

The probability of detecting a significant effect, such as a non-zero correlation or a difference 
between means when it is present, is called statistical power. More formally, it is the probability 
of rejecting the null hypothesis when it is false (Cohen, 1987). Although almost all statistics 
courses include the topic of statistical power, only a few published studies report power for the 
test statistics (such as t, Z, or F) being used (see for example Ree & Earles, 1991, 1993; Walters 
et al., 1993). Two surveys of a prestigious applied psychology journal showed that the average 
statistical power for studies accepted for publication was only .46 and declined to .37 two 
decades later (Sedlmeier & Gigerenzer, 1989). This means that the researchers could only expect 
to find an existing effect 46 percent of the time (or 37 percent) when it is there. Conversely, 54 
percent of the time (or 63 percent off the time) they can expect to fail to find the existing effect! 
Why would a researcher conduct a study with less that a high chance of detecting a significant 
result? Low statistical power means that we are inclined to make incorrect conclusions about the 
psychological phenomena studied. Many aviation psychology studies have been conducted with 
small low-statistical power samples. 

As noted elsewhere (Cohen, 1987), statistical power is a joint function of Type I error rate, 
effect size, sample size, and the degree to which the sample values reflect their true values in the 
population (i.e., the reliability of the sample values). Adjusting any one or all of these factors 
will affect the power of an analysis (i.e., the probability of rejecting the null hypothesis when it is 
false). Prior to conducting a study, Cohen (1987) should be consulted. Schmidt and Hunter 



(1978) provide an informative discussion of sample size requirements (see especially page 222) 
and Schmidt, Hunter and Urry (1976) provide tables showing sample size requirements to 
achieve sufficient statistical power in validation studies given varying selection ratios, 
reliabilities, and effect sizes. 

Cross-Validation 

Multiple correlations, R, on samples are upwardly biased estimators of their population 
parameters. This means that the multiple correlation observed in a sample can be expected to 
decrease when the weights are applied to another sample. Wherry (1975) termed this 
phenomenon "45 years of shrinkage from overfitting." Mosier (1951) provided the classic 
paradigm for empirical cross-validation in which a single sample is drawn from a population and 
then divided into a validation and cross-validation sample. Regression weights are estimated in 
the validation sample and then applied in the cross-validation sample. Murphy (1983) has 
pointed out that there is only one sampling and that the estimated multiple correlation in the 
cross-validation sample is still a consequence of "overfitting" the data. Equally important is the 
fact that even if there were two samplings from the population, the validation and cross- 
validation multiple correlations would be only two values out of a virtually infinitely large set of 
values. 

Further, the two-sample cross-validation approach is paradoxical and inconsistent. The goals 
of estimating regression weights are 1) stability of the estimate and 2) generalizability of the 
estimated parameters. Weights estimated in two half-samples of ni and n2 cannot be as 
accurately estimated as from the entire sample of N = ni + n2. As is well known, the standard 
error of a regression weight is a function of the sample size. Splitting a single sample into two 
pieces reduces the sample size used for estimation and increases the standard error. This reduces 
the accuracy of the estimate. However, the estimation of regression weights in only one sample 
provides no estimate of the cross-applicability (i.e., generalizability) of the weights. 

Several non-sampling methods of estimating cross-validation shrinkage exist (Kennedy, 
1988). Kennedy demonstrated the accuracy of an equation by Stein (1960) for estimating the 
mean of the distribution of all possible cross-validation multiple correlations from the population 
from which the sample was selected. Stein's Operator as it is called, has the advantage of 
allowing estimation on the largest available sample while offering an estimate of average cross- 
validity. It avoids the paradox. 

Interpretation of Factor Analyses 

Spearman (1904, 1927) developed factor analysis specifically for the study of human 
abilities. Factor analysis is the name given to a group of techniques for determining the sources 
of variance in a correlation matirx or a variance-covariance matrix. The need for the technique 
grew out of the observation that all tests of ability were positively correlated with one another. 
Spearman termed this phenomenon "positive manifold." Through factor analysis Spearman was 
able to detect latent sources of variability that influenced the correlation of the tests. 

One problem in factor analysis is the misinterpretation of rotated factors. Factor rotation was 
developed to help make factors easier to interpret. However, when factors are rotated, variance 
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associated with the first factor is distributed among the remaining factors (Carroll, 1978; Jensen, 
1980; Ree & Carretta, 1997; Ree & Earles, 1993). In ability tests, the first unrotated factor is 
typically a measure of general cognitive ability (g). When rotation occurs, the variance 
associated with the first factor seems to disappear, but in reality, it has become the dominant 
source of variance in the now rotated factors. Thus, these other factors become g plus something 
else. However, it is usually the "something else" that determines the label for the factor, while 
the general component is not acknowledged. 

Consider an example. Kass, Mitchell, Grafton, and Wing (1983) factor-analyzed the Armed 
Services Vocational Aptitude Battery (ASVAB) and reported that it measured 4 orthogonal 
factors that accounted for 93% of the total variance: verbal, speeded performance, quantitative, 
and technical knowledge. The issue is how much of the scores represent pure measures of these 4 
factors. To determine this, the factors either should not be rotated (see Olea & Ree, 1994; Ree & 
Earles, 1991; Ree, Earles, & Teachout, 1994) or the factor solution must be "residualized" 
(Schmid & Leiman, 1957). Residualization is based on performing a hierarchical factor analysis. 
In a hierarchical factor analysis the factors are rotated to an oblique solution and allowed to 
correlate. These factor correlations are then submitted to another factor analysis. Residualization 
removes the effects of the higher-order factors from the lower-order factors. For example, Ree 
and Carretta (1994) conducted a hierarchical factor analysis of the ASVAB and reported that the 
higher-order factor, g, accounted for 63.8% of the total variance and speed, verbal/math, and 
technical knowledge factors accounted for 6.2%, 2.4%, and 7.7% of the total variance, 
respectively. The results presented by Kass et al. are misleading as they omit the single largest 
source of variance, the higher order factor. 

A similar example is provided by a comparison of factor analyses performed by Skinner and 
Ree (1987) and by Carretta and Ree (1996). Skinner and Ree conducted exploratory factor 
analyses of the Air Force Officer Qualifying test (AFOQT) on a sample of 3,000 US Air Force 
officer commissioning candidates and reported a 5-factor solution. They used a principal factors 
analysis with communalities in the principal diagonal and an oblique rotation. The factors all 
correlated positively with one another with an average correlation of .36. Based on the 
correlations among the oblique factors, Skinner and Ree speculated that one or more higher- 
order factors might be appropriate for the AFOQT, but did not test any hierarchical models. 
Carretta and Ree subsequently conducted confirmatory factor analyses of the Skinner and Ree 
data and found that a hierarchical solution provided the best fit. Carretta and Ree's 5 lower-order 
factors replicated those reported by Skinner and Ree. The single higher-order factor was 
identified as g and accounted for about 41% of the total variance. Again, failure to seek a 
hierarchical factor mislead Skinner and Ree as to the sources of variance for the test battery. 

A third example was provided in a study of the determinants of situational awareness (SA) in 
US Air Force F-15 pilots. The criterion in the study consisted of peer and supervisor ratings of 
SA. The SA measures were developed (Houck, Wittaker, & Kendall, 1991, 1993) from task 
analyses conducted by psychologists with the assistance of 7 experienced F-15 pilots who served 
as subject matter experts (SMEs). Each of the pilot SMEs had more than 1,000 fighter aircraft 
hours. These SMEs identified several tasks necessary for air combat success and SA. The 
resulting SA scale included 31 behavioral items representing several broad groups of SA tasks 
(general, tactical game plan, systems operation, communication, information interpretation, and 
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tactical employment) in addition to overall ratings of SA and fighter ability. The issue of the 
factors in the SA scale was addressed by Carretta, Perry, and Ree (1996). They conducted a 
principle components analysis on peer and supervisory ratings of the SA scale for 171 US Air 
Force F-15 pilots and reported that the first unrotated principal component accounted for 92.5% 
of the variance, strongly suggesting that a single composite captured the ratings. Despite the 
great amount of effort put into identifying various aspects of SA and writing items to measure 
them, the data suggested a unidimensional construct. 

The problem of the disappearing first factor as a result of rotation can be avoided by 
residualized hierarchical factors (Carretta & Ree, 1996) or by not rotating and using unrotated 
principal components or unrotated principal factors (Ree & Earles, 1991). Residualization and 
avoiding rotation are the only methods to produce pure measures of general and specific abilities 
for use in comparative analyses. 

RECOMMENDATIONS 

In this final section we present a list of recommendations for each of the issues raised in the 
introduction. Ability research is fraught with pitfalls that can lead to incorrect inferences. To 
avoid these traps do the following. 

1. Use reference tests to establish construct validity. The appearance of a test is an unsure 
indicator. 
2. When interpreting correlations: 

a. Hold job experience constant. 
b. Evaluate the utility of mediators. Some variables may exert their influence on others both 

directly and indirectly through some mediating variable. 
c. Correct correlations for statistical artifacts such as range restriction, unreliability of 

measures, and dichotomous variables. Less biased statistical estimates are preferable. 
d. When applicable, examine effects for subgroups as well as the total group. Relationships 

observed in the total group may be radically different from those observed in subgroups. 
e. Consider simple or unit weighting schemes to express the relationships among related 

variables (e.g., aptitude scores, job performance ratings). In many common instances, simple or 
unit weighting schemes are as effective as more complex and sometimes costly procedures (e.g., 
weights derived through policy capturing exercises or statistical procedures). 
3. Take steps to ensure sufficient statistical power. It is wasteful to do studies when you have a 
low probability of detecting the effect. 
4. Estimate cross-validities using one of several non-sampling methods. These non-sampling 
methods have the advantage of allowing estimation on the largest available sample while 
offering an estimate of cross-validity. 
5. Misinterpretation of factor analysis results is often the direct consequence of rotation. The 
problem of the disappearing first factor as a result of rotation can be avoided by residualized 
hierarchical factors, or by using unrotated principal components or unrotated principal factors 
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